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Recent research has questioned the importance of rater perspective ef- fects on multisource performance ratings (MSPRs). Although making a valuable contribution, we hypothesize that this research has obscured evidence for systematic rater source effects as a result of misspecified models of the structure of multisource performance ratings and inap- propriate analytic methods. Accordingly, this study provides a reexami- nation of the impact of rater source on multisource performance ratings by presenting a set of confirmatory factor analyses of two large sam- ples of multisource performance rating data in which source effects are modeled in the form of second-order factors. Hierarchical confirmatory factor analysis of both samples revealed that the structure of multisource performance ratings can be characterized by general performance, di- mensional performance, idiosyncratic rater, and source factors, and that source factors explain (much) more variance in multisource performance ratings whereas general performance explains (much) less variance than was previously believed. These results reinforce the value of collecting performance data from raters occupying different organizational levels and have important implications for research and practice.

Traditionally, organizations have relied primarily on employees’ im- mediate supervisors to provide job performance ratings (Murphy, 2008). In recent years however, organizations have begun to evaluate work perfor- mance from multiple rater sources. To this end, multisource performance

ratings (MSPRs, also often referred to as 360◦ ratings) have enjoyed

increased popularity as performance evaluation tools (Church & Allen,

1997). Briefly, MSPR systems require the collection of ratings of job- related competencies from raters occupying multiple sources. Then, or- ganizational constituents’ ratings are presented to the target, separated by skill dimension and rater source (typically, supervisors, direct reports, and peers). Although MSPR systems are occasionally used for administrative
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purposes (e.g., promotion, raises), the preponderance of MSPR tools are used for employee development (Timmreck & Bracken, 1997).

One key assumption underlying the use of MSPRs is that raters from

different sources provide unique performance-relevant information to the ratee that would not be captured by traditional supervisory ratings alone. In essence, due to the complex nature of the job performance construct and interpersonal relations at work, it is believed that a single supervisor’s ratings are not sufficient to provide a full picture of a target’s work perfor- mance. In fact, the implementation of MSPR systems is predicated on the assumption that raters from different sources will *disagree* with respect to their perceptions of target performance (Borman, 1974). Indeed, if all raters provided the same information regarding a ratee’s performance, there would be little need to collect performance ratings from multiple raters.

Consistent with the assumptions underlying the use of MSPRs, much of the existing research typically indicates that both rating source and per- formance dimension factors account for significant proportions of vari- ance in MSPRs (Lance, Teachout, & Donnelly, 1992; Woehr, Sheehan,

& Bennett, 2005). Despite this consistent pattern of results, some recent research has questioned the meaningfulness of source effects in multi-

source ratings and, by extension, MSPR programs themselves. In partic- ular, Mount, Judge, Scullen, Sytsma, and Hezlett (1998) argued that the latent structure of MSPRs is best characterized by performance dimension factors plus idiosyncratic rater factors, and *not* broader more traditional rater source factors. As a result, Mount et al. suggested that “ratings made by raters within the same source (e.g., two peers or two subordinates) are no more similar to each other than ratings made by raters from different sources (e.g., a boss and a peer or a peer and subordinate)” (p. 572). Scullen, Mount, and Goff (2000) extended the work of Mount and his colleagues by examining a wider range of models of the latent structure of MSPRs but also concluded that source effects accounted for substantially less variance than was accounted for by dimension, rater, or error factors, and thus, these authors also questioned the importance of source effects. Viswesvaran, Schmidt, and Ones (2002) arrived at a similar conclusion in their meta-analysis of supervisor and peer interrater correlations and more recently noted that the source effect now “has been disconfirmed by em- pirical research” (Viswesvaran, Schmidt, & Ones, 2005, p. 110). Finally, based on their analyses of MSPRs using interrater correlations, intraclass correlations, and within-group interrater agreement indices, LeBreton, Burgess, Kaiser, Atchley, and James (2003) also concluded that ratings were no more similar for different raters within versus between sources. Collectively, these findings appear to undermine the value of MSPR pro- grams that routinely aggregate ratings within source and then interpret

the aggregated performance ratings on the assumption of the existence of systematic source effects.

Although valuable, we believe that (a) this recent research oversim-

plifies the structure of MSPR data, and (b) the conclusion that MSPR source effects are not meaningful (or nonexistent) is premature at best. In its most extreme form, the argument that is suggested by these find- ings is that all rater effects on MSPR data are entirely idiosyncratic, and existing research that has supported the presence of source related vari- ance (Scullen et al., 2000) has attributed at most modest variance to the source providing ratings. Although we acknowledge the importance of idiosyncratic rater effects, we also argue that raters from the same source also share perspectives on ratee performance that can be captured at the level of a higher-order, second-order factor (SOF). Therefore, the purpose of this study was to reexamine the structure of MSPRs using the data reported by Mount et al. (1998) and an additional large independent data set to determine the plausibility of rater source factors at the SOF level. Hence, this study contributes to the literature by attempting to clarify the structure of MSPRs, the existence and nature of MSPR source effects, as well as the relative proportion of variance accounted for by the various factors that influence performance ratings.

*Structure of MSPRs*

Beginning with Wherry’s (1952; as cited in Wherry & Bartlett, 1982) seminal work on the subject, the structure and components of performance ratings have been the subject of considerable theoretical and empirical at- tention for over half a century. Using a variety of methodologies (e.g., analysis of variance, interrater agreement, confirmatory factor analysis, and generalizability theory), prior research supports a variety of compo- nents that explain variance in performance ratings including performance dimension effects, general performance effects, idiosyncratic rater effects, rater source effects, and measurement error. Although the primary focus of this study is a reassessment of the role that rater source effects play in MSPRs, source effects can only be understood when viewed in the con- text of other rating components. Indeed, the failure to model each variance source can result in biased estimates of portion of variance accounted for by the remaining structured components. In the following sections we review these rating components.

*Dimensional Performance*

Historically, the preponderance of performance taxonomies (e.g., Bor- man & Brush, 1993; Mann, 1965; Mintzberg, 1975; Smith, Organ, &

Near, 1983), psychometric models of ratings (Kenny & Berman, 1980; King, Hunter, & Schmidt, 1980; Wherry, 1952), and performance evalu- ation instruments (Austin & Villanova, 1992; DeVries, Morrison, Shull- man, Gerlach, 1986; McCauley & Lombardo, 1990) conceptualize work performance as consisting of multiple related, yet distinct, dimensions. For instance, one of the more popular performance structures supports a distinction between task performance and organizational citizenship be- haviors (Hoffman, Blair, Meriac, & Woehr, 2007; Smith et al., 1983). Performance taxonomies specific to managerial work also hypothesize multiple dimensions of performance ranging from planning and orga- nizing the work of others to being the public face of the organization (e.g., Borman & Brush, 1993; Mintzberg, 1975). Although three major psychometric models of ratings (Kenny & Berman, 1980; King et al.,

1980; Wherry, 1952) vary somewhat in their operationalization of di-

mensional performance, functionally, performance dimensions effects are represented by the variance that is common across all raters’ ratings of a given performance dimension. On the basis of classical test theory, this dimension-based common variance is seen as arising as a function of variation in ratees’ actual job performance levels on each dimension. In that the majority of theoretical and operational work is based around the notion of performance dimensions, relatively strong performance dimen- sions effects would be expected in MSPRs. Despite this expectation, prior research rarely evidences strong support for the impact of dimensional performance on ratings (Mount et al., 1998; Scullen et al., 2000; Viswes- varan et al., 2002). Instead, performance dimensions often explain less than 10% of the variance in ratings (Conway, 1996; Mount et al., 1998; Scullen et al., 2000). Based on these findings, it is not surprising that al- though performance dimension effects are present in MSPRs, a variety of other factors have explained the majority of the variance in performance ratings.

*General Performance*

Typified by Guilford’s (1954) general performance factor, Kenny and Berman’s (1980) true correlation, Cooper’s (1981) true halo, and Viswesvaran et al.’s (2005) actual correlation, the idea of a *valid* general factor in performance ratings has persisted almost as long as ratings have been used to assess human performance. In fact, of the three major psy- chometric models of ratings, Wherry’s (1952) is the only one that does not specify a valid general performance factor. Although there are some differences in the specific conceptualizations and operationalizations of this valid general performance component, in general it reflects variance common to all raters’ ratings of all performance dimensions (King et al.,

1980; Scullen et al., 2000; Viswesvaran et al., 2005). Conceptually, this general performance factor reflects the degree to which there exists a “true positive manifold among job performance dimensions” (Viswesvaran et al., 2005, p. 108). Indeed, given common predictors relevant across distinct performance domains (e.g., cognitive ability, conscientiousness, etc.), it should not be surprising that a factor representing the degree to which a ratee is generally effective or ineffective emerges in performance ratings (Cooper, 1981; Feldman, 1981; Scullen et al., 2000; Viswesvaran et al.,

2005). Despite the near universality of a valid general performance factor, existing research is unclear as to the magnitude of its effects on per- formance ratings. For instance, Viswesvaran and his colleagues’ (2005) meta-analysis of peer and supervisor ratings concluded that at the ob- served level (e.g., uncorrected), the general performance factor explains

27.4% of the variance in performance ratings. Scullen et al. (2000) also

supported a general performance factor in two large samples of MSPRs; however, the proportion of variance explained by general performance in Scullen et al. (13.5%) was half the size of Viswesvaran et al.’s uncorrected estimate. Despite these differences in prior estimates of the proportion of variance in ratings attributable to a general factor, existing evidence and theory point toward the presence of a general factor in performance eval- uations. Accordingly, we also expected a general performance factor to explain significant variance in MSPRs.

*Rater Effects*

Rater effects refer to two distinct sources of variance in performance ratings: variance attributable to the individual rater (idiosyncratic rater effects) and variance attributable to rater source. Existing research has adopted two primary approaches to assess the presence and pervasive- ness of source effects. First, research has compared the correspondence of ratings from same-source raters (e.g., two supervisors) to that of different- source raters (e.g., a peer and a supervisor). Based on this stream of re- search, conventional wisdom is that there exists a systematic effect of rater source that transcends individual rater differences within different sources (Conway & Huffcutt, 1997; Harris & Schaubroeck, 1988; Viswesvaran, Ones, & Schmidt, 1996). For example, the average within source correla- tion reported in a meta-analysis by Conway and Huffcutt (.40) was greater than the average relationship of ratings across sources (.22).

The second major line of psychometric research on MSPRs has used confirmatory factor analysis of multitrait-multirater matrices in a quasi-

multitrait-multimethod framework to assess the latent factor structure of performance ratings (e.g., Lance et al., 1992). The original multitrait- multimethod framework was designed to facilitate inferences regarding

the construct validity of measures by examining the degree to which the same trait measured by different methods was related (convergent validity) and different traits were distinct from one another (discriminant validity; Campbell & Fiske, 1959). In essence, multitrait-multirater investigations of MSPRs have been assumed to represent a special case of the more general multitrait-multimethod methodology, where the performance di- mensions represent the focal traits and the sources providing the rating are assumed to represent variations in the measurement method (hence multitrait-multi*rater;* MTMR).

Lawler’s (1967) investigation of the relative impact of performance dimension and rating source on performance ratings represented one of

the first attempts to study MSPRs using this quasi-multitrait-multimethod methodology and found modest convergent validity evidence among su- pervisor, peer, and self-ratings and strong rater source effects. Since Lawler’s initial evaluation, substantial research has investigated the rela- tive impact of source and dimension factors on ratings provided by raters from different sources using a variety of samples, rating sources, rating instruments, and performance dimension structures. Results consistently indicate that performance ratings made by raters from different sources are characterized by both source and dimension effects and that source effects are substantial relative to dimension effects (Campbell, McHenry,

& Wise, 1990; Coovert, Craiger, & Teachout, 1997; Holzbach, 1978; King et al., 1980; Klimoski & London, 1974; Lance et al., 1992; Lawler, 1967;

Vance, MacCallum, Coovert, & Hedge, 1988; Woehr et al., 2005; Zedeck

& Baker, 1972). This line of research is consistent with the theoretical un- derpinnings of MSPRs, which suggest that raters from different sources observe and emphasize different aspects of ratee behavior (Borman, 1974,

1997).

Despite the consistent findings that support dimension and (large) source factor effects in MSPR research, recent research has questioned the presence and importance of rater source effects. First, Mount et al. (1998) suggested that this stream of research suffers from an important limitation, namely that this research has typically used single raters from each source or has aggregated ratings within sources prior to examin- ing the structure of MSPRs. As a result, Mount et al. suggested that the often-found source effects actually represent variance attributable to the individual rater as opposed to source effects per se. As an empirical test of this possibility, Mount et al. used data from a sample of 2,350 managers evaluated with the Management Skills Profile (Sevy, Olson, McGuire, Frazier, & Paajanen, 1985) to compare a number of different models of the structure of MSPRs. Importantly, this study differed from previous research in that Mount et al. included multiple raters from each source (self-ratings accompanied by ratings from two peers, two supervisors, and

two subordinates) as opposed to aggregating ratings within sources prior to examining the structure. Results indicated that a model that specified seven idiosyncratic rater factors plus three performance dimension fac- tors fit the data substantially better than did a model that specified three performance dimension factors plus four source factors alone, supporting their contention that commonly found rater source factors should more properly be interpreted as representing idiosyncratic rater factors. Scullen et al. (2000) substantially replicated these findings in two additional large samples using a correlated uniqueness parameterization. Others have also questioned the presence of source effects on the basis of meta-analytic results (Viswesvaran et al., 2002) and by using alternate approaches to assess interrater agreement (LeBreton et al., 2003).

The implications of this stream of research are clear: (a) previous

MSPR research has confounded idiosyncratic rater and source effects, (b) evidence does not support widely held assumptions that rater source ef- fects are important components of MSPRs (rather, these effects have been misattributed from what are actually idiosyncratic rater effects), and (c) researchers and practitioners should avoid the standard practice of aggre- gating ratings taken from the same source prior to conducting research on MSPRs and interpreting/presenting MSPR-based feedback (Mount et al.,

1998; Viswesvaran et al., 2002, 2005). Clearly, these conclusions are at odds with the majority of MSPR research and especially practice. For example, from a practical standpoint, imagine presenting a feedback re- cipient with seven or eight different ratings taken from raters in the same source (e.g., multiple subordinates or peers) on multiple different per- formance dimensions, resulting in upwards of 20 or more distinct sets of ratings. A practice resulting in the presentation of this many distinct sets of ratings would be quite confusing for the feedback recipient. In addition, from a research standpoint, these findings call into question previous research that has examined MSPRs by looking only at differ- ences due to source. Finally, the impact of Mount et al.’s conclusions on

the performance rating field is evidenced by a recent large=scale meta-

analysis of the structure of performance that, partly on the basis of Mount

et al.’s conclusions, *assumed* the absence of source factors when develop- ing and empirically testing a model of the structure of performance ratings (Viswesvaran et al., 2005).

By providing an initial explication of the distinction between id-

iosyncratic rater and source effects, Mount et al.’s (1998) and Scullen et al.’s (2000) studies provided important contributions to the liter- ature. Nevertheless, we also believe that the case against the exis- tence of systematic source effects has been overstated and that there are reasons to believe that systematic rater source effects exist in MSPRs at a broader conceptual level. A brief historical review of the

conceptualizations and operationalizations of idiosyncratic rater and rater source effects sheds light on the appropriate interpretation of these effects.

The pervasiveness of idiosyncratic rater effects has been a focus of psychologists for over a century (Wells, 1907). Alternately referred to as halo error (Thorndike, 1920), logical error (Newcomb, 1931), overall rater biases (Wherry, 1952), correlational bias (Kenny & Berman, 1980), illusory halo (Cooper, 1981), rater leniency/elevation (Saal, Downey, & Lahey, 1980), and idiosyncratic rater effects (Mount et al., 1998; Scullen et al., 2000), a variety of terms and explanations have been used to describe the variance associated with individual raters. Although the idiosyncratic rater effect has been attributed to many different factors and has been interpreted differently by prior researchers, operationally, idiosyncratic rater effects are present to the extent that all ratings from an individual rater covary with one another but not with the ratings provided by other raters. Idiosyncratic rater factors are distinguished from the previously discussed general performance factor in that the general performance fac- tor represents variance common across all raters and is typically assumed to represent true score variance, whereas the idiosyncratic effect is a sys- tematic effect that is common only to an individual rater and is often assumed to represent rater *bias* (Scullen et al., 2000). Previous rating re- search has consistently supported substantial idiosyncratic rater effects. In the context of MSPRs, Mount et al. estimated that idiosyncratic rater effects accounted for 72% of the variance in ratings, and Scullen et al. found that idiosyncratic rater effects accounted for an average of 58% of the variance in ratings across two large samples. Therefore, recent MSPR research is consistent with over a century of previous rating research findings (Cooper, 1981) that show large idiosyncratic rater effects that appear to be robust to a variety of interventions designed to reduce them (Kingstrom & Bass, 1981; Woehr & Huffcutt, 1994). Accordingly, we ex- pected to support a MSPR structure consisting of substantial idiosyncratic rater factors.

In contrast to idiosyncratic rater effects, rater source effects reflect variance that is shared by raters from the same source. Recall that Mount

et al.’s (1998) and Scullen et al.’s (2000) findings suggested that (a) id- iosyncratic and source effects had been confounded in previous studies of the latent structure of MSPRs, and (b) idiosyncratic effects on rat- ings were far stronger than were source effects. Mount et al.’s critical test of the viability of idiosyncratic rater factors versus rater source fac- tors was in reference to an alternative model that specified only more general source factors. In effect, these models compared one model of individual-level rater general impression effects (the idiosyncratic factors model) to an alternative model that requires that raters from the same

source share *identical* general impressions of ratee performance because the latter source-only model effectively restricts the correlation between the respective individual-level rater factors in the idiosyncratic factors model equal to 1.00. Although these general impressions may indeed be shared (in fact this is our argument for shared perspectives within source at the SOF level), it is unreasonable to expect them to overlap entirely. Also, research reviewed earlier on rater agreement suggests that ratees are rated more similarly by members of the same rater group (e.g., multiple subordinates or multiple peers) than members of different rater groups (bosses vs. subordinates). Only one study has modeled and estimated the effects of both idiosyncratic and source effects on MSPRs. Specifi- cally, Scullen et al. (2000) supported small source effects (an average of

8% of the variance attributable to source across two samples) relative to idiosyncratic effects (an average of 58% of the variance) using a corre-

lated uniqueness approach to model parameterization. Nevertheless, due to well-documented biases inherent to the correlated uniqueness parame- terization under certain conditions (Conway, Lievens, Scullen, & Lance,

2004; Lance, Noble, & Scullen, 2002; Lance, Woehr, & Meade, 2007) there is reason to question the magnitude of source and idiosyncratic ef- fects estimated by Scullen and his colleagues (we address the conditions that lead to bias in the correlated uniqueness model in more depth below). Given these limitations of previous studies, the main purpose of this study was to extend prior research distinguishing idiosyncratic rater from source effects (Mount et al., 1998; Scullen et al., 2000) by testing an alternative and more general model that specifies both idiosyncratic rater effects *and* systematic rater source factors via SOF analysis.

*Measurement Error*

Finally, consistent with classical test theory, a portion of the variance in MSPRs is assumed to be attributable to nonsystematic measurement error. Scullen et al. (2000) estimated that measurement error accounted for an average of 14.5% of the variance in MSPRs.

*Models Tested*

Based on our review of the MSPR literature, we tested six factor structures of MSPRs that model different ways in which raters and per- formance dimensions might contribute to the latent structure of MSPRs. Consistent with Mount et al.’s (1998) and Scullen et al.’s (2000) studies, we included seven raters for each ratee, including self-ratings, two peers, two supervisors, and two subordinates. The primary difference between each of the models we tested involves alternative specifications of the

rater factors (specification of the performance dimension factors will be discussed later in the method section).

The first model proposed that only performance dimension fac-

tors characterize MSPR data. This is similar to the trait-only model in multitrait-multimethod nomenclature and suggests that performance dimensions (and not sources/raters) characterize covariances among MSPRs. To our knowledge such a “trait-only” model has never provided an acceptable fit to MSPR data—we fit it here for comparison purposes only. The second model hypothesized that seven (idiosyncratic) rater fac- tors characterized the data (one self and two supervisor, two peer, and two subordinate factors). Support for this model would suggest that only rater factors and not dimension factors characterize covariances among MSPRs. Based on other findings that have supported the presence of trait *and* method factors, we did not expect that this model would fit the data well either (e.g., Lance et al., 1992; Woehr et al., 2005).

The third model, a four source-three dimension model, specified that covariances among MSPRs are attributable to both rater source *and* perfor-

mance dimension factors. This model is consistent with the model that is often supported in the MSPR literature (e.g., Woehr et al., 2005), with one important difference. As previously mentioned, in past MSPR research a single rater (or aggregate of raters) from each source has been used as input into subsequent analyses. In this study, and consistent with Mount et al. (1998) and Scullen et al. (2000), multiple raters from each source provided ratings, and thus the ratings obtained from different raters within the same source were loaded onto the same rater source factor, allowing us to unconfound idiosyncratic rater and source variance. As we men- tioned earlier, the assumption reflected by this model is that the general impressions that are shared by raters within the same source are identical to one another because this source-only model effectively restricts the correlations between the respective individual-level rater factors equal to

1.00.

Fourth, a 10-factor model comprising three performance dimensions and seven idiosyncratic rater factors, one for each individual rater, was specified. This is the same 10-factor model on which Mount et al. (1998) based their conclusions that performance dimension and idiosyncratic rater effects, and not source effects, characterize MSPRs.

Next, we tested a fifth model, a 13-factor model that parameterized

three rater source SOFs in addition to idiosyncratic first-order rater fac- tors from the 10-factor model. In this model, the two idiosyncratic rater first-order factors (FOFs) corresponding to raters from the same source were parameterized as loading on a SOF representing the systematic variance shared by raters from the same source, resulting in three source- based SOFs corresponding to supervisor, peer, and subordinate raters.

Note that the assumption reflected by this model is that raters within the same source may share general impressions of the ratee but that these general impressions are not so similar as to be identical to one another.

Finally, in recognition of Scullen et al.’s (2000) important contribu-

tions to understanding the latent structure of MSPRs and the prominent role that a general performance factor has been accorded historically, we also tested a 14-factor model that included a general first-order per- formance factor in addition to the factors specified by 13-factor model. Consistent with prior research, the general factor is constrained to be or- thogonal to the other latent factors in the model (King et al., 1980; Scullen et al. 2000). This model is presented in Figure 1. This model is consis- tent with Scullen et al.’s (2000) in proposing the same performance true score structure (general and dimensional performance) and the same rater factors (idiosyncratic and source). However, it differs importantly from Scullen et al. in that it parameterizes (a) rater effects explicitly as FOFs rather than as ad hoc correlations among uniquenesses as in a correlated uniqueness parameterization of rater effects, and (b) SOF source effects as representing shared, source-contingent perspectives. Based on prior research, we expected the 14-factor model to provide the best fit to the data.

*Method*

*Participants*

Data reported here are from two samples: (a) MSPR data for 2,350 managers who were rated on the Management Skills Profile (Sevy et al.,

1985) as reported in the correlation matrix presented by Mount et al. (1998) and (b) a sample of 22,420 managers who were rated on the Center for Creative Leadership’s BENCHMARKS R 1 MSPR instrument. Self- ratings and ratings provided by two supervisors, peers, and subordinates each were available from both samples (resulting in 16,450 and 156,940 total respondents for the Mount et al. study and BENCHMARKS R data, respectively). Specific sample and instrumentation information from the first sample completing the Management Skills Profile can be found in the Mount et al. study.

For the BENCHMARKS R

sample, the target manager represented

a wide variety of organizations, industries, and hierarchical levels. Each manager participated voluntarily for the purpose of professional develop- ment. The sample consisted primarily of White (76%) male (64%) college

1 BENCHMARKS R is a registered trademark of the Center for Creative Leadership.



*Figure 1:* **MSPR Second-Order Factor Model.**

graduates (88%). The mean ratee age was 42 years. BENCHMARKS R is a well validated and reviewed multisource instrument used for leader- ship development purposes (Carty, 2003; Lombardo & McCauley, 1994; Lombardo, McCauley, McDonald-Mann, & Leslie, 1999; McCauley & Lombardo, 1990; McCauley, Lombardo, & Usher, 1989; Spangler, 2003;

Zedeck, 1995). BENCHMARKS R includes 115 items designed to assess

16 distinct dimensions of managerial behavior. Participants are rated on a scale of 1 = *not at all* to 5 = *to a very large extent*.

*Dimensional Structure*

The dimensionality and structure of managerial performance has been the subject of a variety of reviews and taxonomies. Mount et al. (1998) used a three-dimensional taxonomy of managerial performance consist- ing of administrative, human relations, and technical skills/motivation suggested by Mann (1965). Although a useful framework, we chose to use an alternative framework in this study for a number of reasons. First, we were unable to reliably classify individual BENCHMARKS R dimen- sions into the administrative and technical skills factors. Other researchers have also had difficulty classifying performance constructs as representing either administrative or technical skills and have questioned the useful- ness of this distinction (e.g., Conway, 1999). Also, previous research has conceptualized the BENCHMARKS R instrument around three broad di- mensions of managerial performance that include leading people, meeting job challenges, and respecting self and others (e.g., Fleenor, McCauley, & Brutus, 1996). This taxonomy maps very closely onto a three-dimension taxonomy of managerial performance developed by Borman and Brush (1993), including leadership and supervision, technical activities and me- chanics of management, and interpersonal dealings and communication.

Based on the design of the BENCHMARKS R

instrument and the ac-

cumulated empirical support for Borman and Brush’s taxonomy (e.g., Conway, 1999), we used (a) leadership and supervision (b) meeting tech- nical activities/mechanics of management, and (c) interpersonal dealings and communication as the three general performance dimensions that we modeled here.

To ensure that each of the dimensions proposed by Borman and Brush

(1993) fit with the proposed taxonomy, the first and third authors classi-

fied each of the 16 dimensions assessed by BENCHMARKS R

into one

of the aforementioned three categories of managerial performance. Of the 16 dimensions, 13 were classified into one of the broad performance dimensions by both of the raters (100% agreement). The classification of these dimensions was as follows: (a) *leadership and supervision*: leading employees, confronting problem employees, participative man- agement, and change management. (b) *technical activities/mechanics of management*: resourcefulness, being a quick study, and decisiveness; and (c) *interpersonal dealings and communication:* compassion and sensi- tivity, building and mending relationships, straightforwardness and com- posure, self-awareness, putting people at ease, and differences matter.

The remaining three dimensions could not be reliably classified (bal- ance between personal life and work, doing whatever it takes, and career management) and were consequently dropped from analyses. To ensure that the BENCHMARKS R instrument conformed to this three-dimension structure, we used each of the 13 scales as a manifest indicator in a set of CFAs. On the basis of our a priori classification, we specified a 12-factor model that included self-ratings and ratings for one randomly selected supervisor, peer, and subordinate for each of the three broad dimensions.

This 12-factor model fit the data well [*χ* 2 (1208) = 116,187.279, root mean squared error of approximation (RMSEA) = .076, Tucker–Lewis index (TLI) = .954, comparative fit index (CFI) = .958] and provided a

better fit to the data than did a model that specified only a single general factor for each rating source ( *χ* 2 (60) = 43,111.55, *p <* .001; CFI =

.016), supporting our classification of the 13 dimensions onto each of their respective three broad factors. Accordingly, based on our a priori classifi- cation, the design and typical uses of the instrument, and the results of the

CFAs, individual ratings on BENCHMARKS R

scales were aggregated

up to the level of the three broader dimensions for subsequent analyses.

*Confirmatory Factor Analysis*

We tested the six models discussed earlier using confirmatory factor analysis using LISREL 8.7 (Jo¨ reskog & So¨ rbom, 2004). Consistent with Hu and Bentler’s (1998, 1999) recommendations, we used the *χ* 2 test, the standardized root mean squared residual (SRMSR), Steiger’s (1990) RMSEA, the TLI (Tucker & Lewis, 1973), and Bentler’s (1990) CFI to evaluate model fit. SRMSR is a summary index of the percentage of variance unaccounted for by the fitted model, whereas RMSEA represents a measure of lack of fit per degree of freedom (Browne & Cudek, 1993). TLI and CFI are relative fit indices that (a) evaluate model fit relative to a null model and (b) take into account the overall number of model parameters estimated. The criteria that Hu and Bentler’s (1998, 1999)

proposed for good model fit that we used here were SRMSR ≤ .08, RMSEA ≤ .06, CFI and TLI ≥ .95. We also use three indexes to compare

relative fit between nested models: the difference *χ* 2 ( *χ* 2 ) test, CFI

(Cheung & Rensvold, 2002), and a relative fit index (RFI) described by Lakey, Goodie, Lance, Stinchfield, and Winters (2007) and Lance et al. (1992). The  *χ* 2 test provides a statistical test of whether some less restricted model (MU ) provides a closer fit to the data than some more restricted model (MR ) that is a special case of, or nested within, MU . Nevertheless, with large sample sizes the  *χ* 2 test is very powerful so that most models are rejected statistically (Bentler & Bonett, 1980). For this reason we used the CFI and RFI as supplementary relative fit indexes.

Based on their extensive Monte Carlo simulations, Cheung and Rensvold

(2002) recommended a cutoff of CFI = .01 as indicating a significant

difference in fit between some MR and an alternative MU . Also, the RFI:

*χ* 2 2

*MR* − *χMU*

*RFI* = 1 − *χ* 2 2

(1)

Null − *χMU*

indexes the goodness-of-fit of MR relative to MU as compared to the null or independence model. RFI ranges between 0 and 1.00 with values closer to 1.00 indicating increasingly good model fit.

*Results*

Correlations among the three BENCHMARKS R performance dimen- sions used in this study as rated by the seven different raters are shown in Table 1 (see Table 1 of the Mount et al. [1998] study for their correlation

matrix). For the BENCHMARKS R

data, the mean different dimension-

different rater correlation was .15, the mean same dimension-different rater correlation was .21, and the mean different dimension-same rater correlation was .81. As is typical in prior MSPR research, these findings indicate relatively weak convergent validity and strong method effects in the traditional multitrait-multimethod sense. Note that the mean same dimension-different rater correlation is almost exactly the same as the correlation between different source ratings (.22) reported in the meta- analysis by Conway and Huffcutt (1997). Also, these findings are con- sistent with those reported by Mount and his colleagues (mean different

dimension-different rater *r* = .18; mean same dimension-different rater *r*

= .28; mean different dimension-same rater *r* = .75).

Correlation matrices were input into LISREL 8.7 for both samples

to examine the structure of MSPRs. For the first two models (trait and rater only models), we estimated the correlations among all factors. For those models specifying both dimension and rater or source factors (the remaining models), we followed the correlated trait-correlated method approach to model estimation in which correlations between rater/source and dimension factors were fixed equal to zero, whereas rater/source and dimension factors are allowed to be correlated among themselves (Lance et al., 2002; Wildaman, 1985).

As is shown in the top panel of Table 2, we reproduced Mount et al.’s (1998) finding that the 10 idiosyncratic rater-plus-dimension factor model (Model 4) provided a better fit to the Management Skills Profile data as compared to the first three models. Results in the bottom panel of Table 2

show that we replicated these findings using the BENCHMARKS R as

well. In both data sets, both the overall model goodness-of-fit indices
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TABLE 1

*Correlations Among BENCHMARKS* R *Ratings*

Factor 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

1. Boss #1—Technical 1*.*0

2. Boss #1—Interpersonal *.*74 1*.*0

|  |  |  |
| --- | --- | --- |
| 3. Boss #1—Leadership4. Boss #2—Technical5. Boss #2—Interpersonal6. Boss #2—Leadership7. Peer #1—Technical8. Peer #1—Interpersonal9. Peer #1—Leadership10. Peer #2—Technical11. Peer #2—Interpersonal12. Peer #2—Leadership | *.*79 | *.*87 1*.*0 |
| *.*36 | *.*23 *.*26 1*.*0 |
| *.*23 | *.*32 *.*26 *.*75 1*.*0 |
| *.*26 | *.*26 *.*28 *.*79 *.*87 1*.*0 |
| *.*26 | *.*20 *.*21 *.*26 *.*19 *.*21 1*.*0 |
| *.*16 | *.*26 *.*20 *.*16 *.*26 *.*21 *.*78 1*.*0 |
| *.*18 | *.*21 *.*22 *.*21 *.*21 *.*22 *.*82 *.*89 1*.*0 |
| *.*26 | *.*19 *.*21 *.*20 *.*20 *.*21 *.*25 *.*18 *.*19 1*.*0 |
| *.*14 | *.*25 *.*20 *.*26 *.*26 *.*21 *.*18 *.*27 *.*21 *.*78 1*.*0 |
| *.*17 | *.*20 *.*21 *.*21 *.*21 *.*22 *.*19 *.*21 *.*22 *.*82 *.*89 1*.*0 |
| 13. Subordinate #1—Technical | *.*19 | *.*13 *.*15 *.*13 *.*13 *.*16 *.*18 *.*12 *.*14 *.*19 *.*13 *.*16 1*.*0 |
| 14. Subordinate #1— Interpersonal | *.*12 | *.*19 *.*16 *.*20 *.*20 *.*16 *.*14 *.*20 *.*17 *.*14 *.*21 *.*17 *.*82 1*.*0 |
| 15. Subordinate #1— Leadership | *.*14 | *.*16 *.*17 *.*16 *.*16 *.*17 *.*15 *.*16 *.*17 *.*15 *.*16 *.*18 *.*86 *.*91 1*.*0 |
| 16. Subordinate #2—Technical | *.*20 | *.*14 *.*16 *.*14 *.*14 *.*16 *.*19 *.*14 *.*16 *.*19 *.*13 *.*16 *.*26 *.*21 *.*23 1*.*0 |
| 17. Subordinate #2—Interpersonal | *.*13 | *.*22 *.*18 *.*22 *.*22 *.*18 *.*15 *.*22 *.*19 *.*14 *.*22 *.*18 *.*26 *.*36 *.*31 *.*82 1*.*0 |
| 18. Subordinate #2—Leadership | *.*15 | *.*16 *.*18 *.*16 *.*16 *.*17 *.*16 *.*17 *.*18 *.*15 *.*16 *.*18 *.*23 *.*24 *.*26 *.*86 *.*90 1*.*0 |
| 19. Self-Technical | *.*18 | *.*03 *.*09 *.*04 *.*04 *.*10 *.*15 *.*02 *.*07 *.*14 *.*02 *.*07 *.*16 *.*06 *.*10 *.*16 *.*06 *.*10 1*.*0 |
| 20. Self-Interpersonal | *.*08 | *.*17 *.*12 *.*17 *.*17 *.*12 *.*09 *.*16 *.*12 *.*08 *.*16 *.*11 *.*09 *.*17 *.*13 *.*10 *.*18 *.*13 *.*68 1*.*0 |
| 21. Self-Leadership | *.*11 | *.*10 *.*15 *.*10 *.*10 *.*15 *.*10 *.*09 *.*13 *.*09 *.*09 *.*13 *.*13 *.*13 *.*17 *.*13 *.*13 *.*16 *.*76 *.*80 1*.*0 |

*Note.* Leadership = Leadership and supervision, Technical = Technical activities/mechanics of f management, Interpersonal = interpersonal dealings and communication. For *r* ≥ .02, *p <* .001.

TABLE 2

*Overall Model Goodness of Fit*

Mount et al. (1998) sample *χ* 2 df SRMSR RMSEA TLI CFI  *χ* 2 df CFI RFI

1. 3-factor 27,618.093∗ 186 .163 .237 .276 .358

Dimensions only model

1 vs. 4 27,287.885∗ 42 .638 .277

2. 7-factor 6,930.811∗ 168 .052 .171 .802 .842

Seven individual rater factors and no trait factors

2 vs. 4 6,600.603∗ 24 .154 .807

3. 7-factor

Four rater source factors—one for each level: boss, peer, subordinate, and self; and three dimension factors

13,642.423∗ 159 .140 .182 .515 .633

3 vs. 4 13,312.215∗ 15 .363 .587

4. 10-factor

Seven individual rater factors and three dimension factors

330.208∗ 144 .020 .024 .994 .996

4 vs. 5 8.155 9 .001 .999+

5. 13-factor

Same as 10 factor but with

3 source SOFs

338.363∗ 153 .021 .023 .993 .995

5 vs. 6 120.444∗ 21 .004 .997

6. 14-factor
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Same as 13 factor but with a general factor

218.186∗ 132 .013 .017 .997 .998

TABLE 2 (continued)

BENCHMARKS R

1. 3-factor

Dimensions only model

*χ* 2 df SRMSR RMSEA TLI CFI  *χ* 2 df CFI RFI

381,425.006∗ 186 .189 .265 .054 .162

1 vs. 4 377,832.431∗ 42 .830 .055

2. 7-factor

Seven individual rater factors and no trait factors

51,998.973∗ 168 .032 .151 .858 .886

2 vs. 4 48,406.398∗ 24 .106 .867

3. 7-factor

Four rater source factors—one for each level: boss, peer, subordinate, and self; and three dimension factors

152,351.049∗ 159 .147 .147 .579 .681

3 vs. 4 148,758.474∗ 15 .311 .565

4. 10-factor

Seven individual rater factors and three dimension factors

3,592.575∗ 144 .020 .033 .989 .992

4 vs. 5 3.856 9 .001 .999+

5. 13-factor

Same as 10 factor but with three source SOFs

3,596.431∗ 153 .019 .032 .990 .993

5 vs. 6 1,755.508 21 .003 .996

6. 14-factor
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Same as 13 factor but with a general performance factor

1,840.923∗ 132 .011 .024 .994 .996

(i.e., *χ* 2 , CFI, TLI, SRMSR, and RMSEA) and the incremental fit indices (i.e.,  *χ* 2 , CFI and RFI) showed that Model 4 provided a substantially better fit than did Models 1 through 3. These results support Mount et al.’s and others’ (e.g., Scullen et al., 2000; Viswesvaran et al., 2002) contentions regarding the importance of idiosyncratic rater factors above and beyond more general source effects in MSPRs.

We also tested a fifth 13-factor model that parameterized source SOFs

in addition to idiosyncratic FOFs. In this model, the two idiosyncratic rater factors from each rating source from the 10-factor model were parameter- ized as loading on a SOF representing the systematic variance shared by raters from the same source, and it too provided a very good overall fit to the data in both samples (see Table 2). In fact, in neither sample did the

10-factor model (Model 4) provide a better fit to the data than did the more parsimonious 13-factor model (Model 5), even according to the  *χ* 2 test that, given the sample sizes reported here, has extraordinary power to de- tect differences in nested models’ fit to the data. When evaluated according to the CFI and RFI, two indexes that are unaffected by sample size, the

fit of Model 5 for the Management Skills Profile (CFI = .001, RFI =

.999+) and the BENCHMARKS R ratings (CFI = .001, RFI = .999+)2

was essentially identical to that of Model 4, also supporting the idea that

the interrelationships among rater factors within source can be accounted for parsimoniously by more general second order source factors. Although it may not be not obvious, the 13-factor model (Model 5) is indeed more parsimonious than the 10-factor model (Model 4) because the 13-factor model structures the 21 correlations among the seven idiosyncratic rater FOFs in terms of a smaller number of six SOF loadings plus six corre- lations among the four source factors (generating the difference 21 – 12

= 9 *df* reported in Table 2). The presence of source factors is evident in

the correlations among first order rater factors. Specifically, for both the

BENCHMARKS and the MSP, the mean same source correlation (.27 and

.33, respectively) among rater factors was greater than the mean different source correlation among rater factors (.16 and .19, respectively).

Finally, we tested a 14-factor model that added a first-order general per-

formance factor to Model 5. As Table 2 shows, the addition of the general performance factor resulted in significantly improved model fit in both the

Management Skills Profile and BENCHMARKS R

samples ( *χ* 2 (21) =

120.44, *p <* .01 and  *χ* 2 (21) = 1755.508, respectively), but CFI (.004

and .003, respectively) and RFI values (.997 and .996, respectively) indi-

cated that the fit of Model 5 (the 13-factor model) was essentially equiva- lent to that of Model 6 (the 14-factor model) from a practical standpoint.

2 In both data sets the RFI rounded to 1.00 at the fifth decimal place.

TABLE 3

*First-Order Factor Loadings on Second-Order Factors (SOFs)*

*MSP SOFs* BENCHMARKS R *SOFs*

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | Boss | Peer | Subordinate |  | Boss | Peer | Subordinate |
| Boss 1 | .633∗ | – | – |  | .515∗ | – | – |
| Boss 2 | .649∗ | – | – |  | .527∗ | – | – |
| Peer 1 | – | .546∗ | – |  | – | .456∗ | – |
| Peer 2 | – | .570∗ | – |  | – | .447∗ | – |
| Subordinate 1 | – | – | .533∗ |  | – | – | .438∗ |
| Subordinate 2 | – | – | .537∗ |  | – | – | .561∗ |

*Note*. MSP = Management Skills Profile; ∗ *p <* .01.

TABLE 4

*Performance Dimension and Rater Source Factor Correlations*

|  |  |  |
| --- | --- | --- |
| *MSP Dimensions:* | HumRel Tech1 Admin *Sources* | Boss Peer Subordinate Self |
| HumRelTech1 | 1*.*000 Boss−*.*174∗ 1*.*000 Peer | 1*.*000*.*884∗ 1*.*000 |

Admin *.*353∗ −*.*327∗ 1.000 Subordinate *.*591∗ *.*751∗ 1*.*000

Self *.*220∗ *.*263∗ *.*202∗ 1*.*000

BENCHMARKS R : *Lead Tech2 Interp Sources:* Boss Peer Subordinate Self

Lead 1*.*000 Boss 1*.*000

Tech2 *.*447∗ 1*.*000 Peer *.*844∗ 1*.*000

Interp *.*456∗ −*.*065 1.000 Subordinate *.*521∗ *.*623∗ 1*.*000

Self *.*136∗ *.*140∗ *.*194∗ 1*.*000

*Note*. MSP = Management Skills Profile. HumRel = human relations, Tech1 = technical skills/motivation, Admin = administrative, Lead = leadership and supervision, Tech2 = meeting technical activities/mechanics of management, Interp = interpersonal dealings and communication. ∗ *p <* .01.

Therefore, although the addition of the general performance factor is theoretically important and did improve overall model fit, the improve- ment was very small in any practical sense.

SOF loadings from Model 6 are shown in Table 3 and these are all large, reasonably homogeneous, and very similar across samples

(mean loadings = .58 and .49 for the Management Skills Profile and the

BENCHMARKS R ratings, respectively). The large SOF loadings provide

insight as to why Model 5 provided a complete and parsimonious account of the interrelationships among the FOFs estimated in Model 4.

Table 4 shows correlations among the dimension and source factors from Model 6. The low to moderate correlations among the dimension factors support their discriminability and the usefulness of the broad

taxonomies that we used to classify the individual dimension ratings. Consistent with previous literature (Mabe & West, 1982; Thornton, 1980), correlations between the self source factor and the other three source fac-

tors were the lowest among the source factor intercorrelations (mean *r* =

.19). For the remaining source factors, the supervisor and peer factors were the most strongly related of any of the source factors (mean *r* =

.86), followed by the peer-subordinate correlation (mean *r* = .69), and the

supervisor-subordinate source factors exhibiting the weakest of the across source correlations (mean *r* = .55).

Finally, we decomposed rating variance according to the various fac- tors estimated by Model 6. First, we calculated the percent of variance attributable to the general performance and dimension factors as the mean squared standardized dimension factor loading.3 Next, we decomposed variance attributable to raters into two different components: idiosyn- cratic rater variance and variance attributable to rater source effects. To estimate the variance attributable to idiosyncratic raters, we first calcu- lated the total percentage of variance attributable to the idiosyncratic rater factor as each rating’s squared standardized FOF rater factor loading. Idiosyncratic rater variance was subsequently calculated as the product of each rating’s squared standardized FOF rater factor loading times the respective idiosyncratic FOF’s uniqueness because the FOF uniqueness represents that portion of the individual rater FOF variance that is *not* accounted for by the respective source SOF. Second, we calculated source variance as each rating’s squared standardized FOF rater factor loading minus idiosyncratic variance. We took estimates in LISREL’s  *ε* matrix as each rating’s uniqueness (error and specific variance). Results are shown in Table 5.

Note first that the general performance (g) factor accounted for only

3.5% of the variance in MSPRs on the average. These estimates are far lower than those that have been previously reported (e.g., Scullen et al.,

2000; Viswesvaran et al., 2005; we will have more to say about this later)

and explain why Model 6 (which included the g factor) failed to provide a practical improvement in model fit as compared to Model 5 (which did not include the g factor). Consistent with prior research investigating the structure of performance ratings (e.g., Lance et al., 1992; Mount et al.,

1998; Scullen et al., 2000; Woehr et al., 2005), performance dimension factors accounted for a modest amount of variance (an average of 7%

of the variance), relative to other rating components. Next, idiosyncratic rater effects accounted for the largest proportions of variance in both the Management Skills Profile and the BENCHMARKS R ratings (an average

3 In LISREL nomenclature, the mean squared “completely standardized” factor loading.

TABLE 5

*Mean Percentages of Variance Accounted for in Ratings*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | g | Dimensions | Idiosyncratic | Source | Uniqueness |
| MSP ratings: |  |  |  |  |  |
| Boss | .06 | .06 | .43 | .30 | .16 |
| Peer | .03 | .05 | .53 | .20 | .19 |
| Subordinate | .02 | .05 | .52 | .24 | .16 |
| Self | .04 | .08 | .69 | – | .19 |
| Grand meanBENCHMARKS R | .04ratings: | .06 | .49 | .25 | .17 |
| Boss | .01 | .09 | .56 | .21 | .13 |
| Peer | .02 | .06 | .64 | .17 | .12 |
| Subordinate | .09 | .04 | .58 | .20 | .09 |
| Self | .01 | .14 | .70 | – | .15 |
| Grand mean | .03 | .08 | .62 | .19 | .12 |

*Note*. MSP = Management Skills Profile; g = the general performance factor.

of 55% of the variance), and this too is consistent with prior research investigating the role of idiosyncratic rater factors in MSPRs (Mount et al.,

1998; Scullen et al., 2000). Nevertheless, our results differ from these

earlier studies’ findings with respect to the relative importance of source effects. Mount et al. did not consider the possibility that *both* idiosyncratic rater *and* rater source factors could affect ratings simultaneously and concluded that *all* variance in ratings accounted for by rater effects was idiosyncratic. Scullen et al. did model idiosyncratic and source effects simultaneously and concluded that source effects accounted for about 8% of the variance in ratings. Our findings suggest that the impact of rater source effects is nearly three times as large (an average of 22% of the variance due to source effects in this study) as the value presented by Scullen et al., supporting the practical and theoretical relevance of rater source effects in MSPRs. Finally, uniqueness accounted for an average of

14.5% of the variance across the two samples.

*Discussion*

The primary purpose of this study was to reexamine the latent structure of MPSRs, with a specific focus on the role that rater source plays in performance ratings. Across two large, independent samples of MSPRs, a set of confirmatory factor analyses supported a MSPR structure consisting of four systematic sources of variance, including performance dimension, general performance, idiosyncratic rater, and rater source effects. Our results differ from those of prior research in two important respects: the magnitude of rater source and general performance factors. Specifically,

a SOF model in which individual raters from the same source loaded on a second order source factor provided almost identical fit as a model that proposed only idiosyncratic rater effects in both samples. This SOF model is more parsimonious than the idiosyncratic factors only model and is consistent with previous theory on the presence of source effects. Our findings further suggest that source effects account for a substantially larger proportion of variance and that general performance accounts for a much smaller portion of variance than has been reported previously.

*Components of MSPRs*

It is important to note that although we provided evidence for the presence of source effects, idiosyncratic rater effects still explained more variance in MSPRs than did any of the remaining modeled effects. Id- iosyncratic rater effects accounted for an average of 55% of the variance in MSPRs in this study, 58% of the variance in Scullen et al. (2000), and 71% of the variance in Mount et al. (1998). Despite the apparent importance of idiosyncratic rater effects in MSPRs, relatively little research has system- atically examined the meaning of these effects. Traditional psychometric theories of performance ratings (e.g., Thorndike, 1920) and recent MSPR research (Scullen et al., 2000) consider them as representing *biases* that should be minimized by well-developed performance appraisal systems. Others have suggested that there may be both valid and invalid aspects of raters’ general impressions (Lance & Woehr, 1986; Lance, Woehr, & Fisicaro, 1991) and that different raters’ general impressions represent (perhaps) equally valid but only moderately overlapping perspectives on ratee performance (e.g., Hoffman & Woehr, 2009; Borman, 1997; Lance, Baxter, & Mahan, 2006; Lance, Hoffman, Gentry, & Baranik, 2008). Ad- ditional research is needed that tests these competing hypotheses.

On the other hand, performance dimension effects accounted for less than 10% of the variance in MSPRs in this analysis as well as in Mount et al.’s (1998) and Scullen et al.’s (2000) previous studies. This estimate of the relative magnitude of performance dimension effects is consis- tent with other MSPR research (Campbell et al., 1990; Coovert et al.,

1997; Holzbach, 1978; King et al., 1980) and research in similar domains that use multitrait-multimethod-related approaches (e.g., assessment cen- ters; Bowler & Woehr, 2006). Previously, the relatively “small” impact of rater source compared to idiosyncratic raters in MSPRs has led some to question the usefulness of collecting performance data from multiple sources and the corresponding practice of separating performance feed- back on the basis of the source providing the feedback. Nevertheless, our results suggest that the impact of rater source is roughly three times larger than the impact of performance dimensions. Paradoxically, the

results presented here cast more serious questions on the use of perfor- mance *dimensions* in MSPRs than the separation of those performance dimensions based on the source providing the ratings. As has been sug- gested previously, further examination of the validity of MSPR *dimen- sions* is sorely needed (Arthur & Villado, 2008; Borman, 1997; Hoffman

& Woehr, 2009; Scullen et al., 2000).

One of the primary distinctions between the findings of this study and that of past research is the magnitude of the source effects. Our find- ings indicated that source effects accounted for nearly three times more variance in MSPRs compared to the estimates provided by Scullen et al. (2000). Why the large discrepancy in results? The main difference be- tween our two studies was that Scullen et al. used a correlated uniqueness parameterization of rater and source effects whereas we used a hierar- chical confirmatory factor analysis adaptation of the general correlated trait-correlated method model. It is now well known that the correlated uniqueness model yields upwardly biased estimates of trait factor loadings and intercorrelations in the analysis of multitrait-multimethod data when method effects are strong and reasonably highly intercorrelated in the population, and that the correlated trait-correlated method model avoids these biases (Conway et al., 2004; Lance et al., 2002, 2007). In this case, rater source effects were indeed strong (see Table 3) and reasonably highly correlated (see Table 4), which are precisely the conditions that have been shown analytically (Lance et al., 2002) and empirically (Conway et al.,

2004; Lance et al., 2007) to result in upwardly biased trait factor loadings and correlations in correlated uniqueness parameterizations. This raises the real possibility that Scullen et al.’s results reflected a misattribution of stronger dimension variance components and weaker rater source vari- ance components than was actually warranted as a result of bias that is inherent to the correlated uniqueness model.

The second primary distinction between this study’s findings and those of past research is the magnitude of the general performance factor’s ef-

fect on ratings. In particular, the impact of general performance was quite small in this study (an average of approximately 4% of the variance across the two samples) relative to the recent work of Scullen et al. (an average of approximately 14% of the variance) and especially compared to the results of Viswesvaran et al.’s meta-analysis (approximately 27% of the variance). Given that Scullen et al. (2000) used a parameterization (the correlated uniqueness mdoel) known to result in the misattribution of source-specific variance to trait factors (general performance and perfor- mance dimensions), it should not be at all surprising that the magnitude of the general performance factor in Scullen et al. was substantially larger than the portion of variance attributable to general performance accounted for in our results.

We believe that the discrepancy between the magnitude of the gen- eral performance factor in our study and Viswesvaran et al.’s (2005) is a function of differences in the underlying performance model specified. Specifically, based on some of the research reviewed here (e.g., Mount et al., 1998), Viswesvaran et al. (2005) developed a performance model based on the assumption that rater source effects are not present in per- formance ratings. In contrast, our findings reveal that source variance is indeed an important component of performance ratings. It is possible that Viswesvaran et al.’s failure to model rater source effects resulted in the misattribution of source variance to the general performance factor and ultimately, to the large discrepancy in findings across our studies.

To understand the broad implications of our results, it is instructive to compare the relative proportion of variance attributable to each compo- nent in our study to the relative importance of these constructs in similar research. Overall, the proportion of variance explained by systematic, cross-rater effects (e.g., average variance attributable to general perfor- mance, performance dimensions, and sources, depending on the perfor- mance model specified) is strikingly similar across Viswesvaran et al., Scullen et al., and this study (27%, 31%, and 32%, respectively). The primary distinction in these results is the magnitude of each of the com- ponents of the systematic, cross-rater variance. Specifically, Scullen et al. found idiosyncratic effects to be the largest, followed by measurement error, general performance, dimension performance, and finally, source effects. Viswesvaran et al. did not model each of these systematic effects, but their results clearly point to the substantial importance of a general performance factor. Although our results are consistent with Scullen et al. in pointing to idiosyncratic rater effects as the largest source of variance in MSPRs, the relative importance ascribed to the remaining variance sources differs widely. For instance, source effects were the second largest vari- ance source in this study but the smallest in Scullen et al., whereas general performance was the second largest variance component in Scullen et al., but the smallest here. Clearly, such a disparity in results leads to widely different conclusions with respect to the importance of various rating components. Together, due to documented biases associated with Scullen et al.’s (2000) correlated uniqueness parameterization and Viswesvaran et al.’s specification of an incomplete performance model, we believe that our results provide the most accurate estimate of the portion of variance accounted for by general performance, performance dimension, idiosyn- cratic rater, and source factors to date.

An inspection of the pattern of cross-source latent factor correlations reveals several interesting patterns. The supervisor-peer (mean *r* = .86) and subordinate-peer (mean *r* = .69) latent factors share more common variance than either supervisor-subordinate (mean *r* = .55) or self-other

ratings (mean *r* = .19). Although the magnitude of the cross-source cor-

relations may seem large given substantial evidence pointing to typically

weak cross-source convergence, it is important to note that these corre- lations are at the level of latent variables and, as such, are disattenuated for measurement error. Further, these results are remarkably consistent in terms of both magnitude and pattern across the two large samples here as well as with the disattenuated cross-source correlations presented in Conway and Huffcutt’s (1997) meta-analysis of the psychometric prop-

erties of MSPRs (supervisor-peer *ρ* = .79; peer-subordinate *ρ* = .66;

supervisor-subordinate *ρ* = .57; self-other *ρ* = .29). These results pro-

vide indirect support for the impact of rater source on performance ratings

by demonstrating the impact of rater-ratee proximity in the organizational hierarchy on cross-source agreement. In particular, supervisor-peer rating pairs and peer-subordinate rating pairs differ by a single organizational level and as a result would be expected to have a more similar perspective on the target’s performance compared to supervisor-subordinate pairs, which are separated by multiple hierarchical levels. Although this pattern of results is suggestive, further research is needed examining the construct validity of MSPR source effects.

In addition, this study helps to clarify the nature and importance of

various factors proposed to influence performance ratings by the major psychometric models of ratings (Kenny & Berman, 1980; King et al.,

1980; Wherry, 1952). Although the proportion of variance attributable to

performance dimensions was relatively small, our results are consistent with the three primary models of performance ratings, each specifying the impact of empirically distinguishable dimensional performance on ratings (Kenny & Berman, 1980; King et al., 1980; Wherry, 1952). Next, two of the three primary psychometric models of ratings hypothesized a true general performance factor (Kenny & Berman, 1980; King et al., 1980). Similar to our findings with respect to dimensional performance, although a general performance factor was present in performance ratings, the magnitude of this factor was smaller than would be expected based on the prominence of this component in prior research. Next, idiosyncratic rater factors, a persistent factor in ratings for over a century (Wells, 1907) and a component of the three primary psychometric models of ratings (Kenny

& Berman, 1980; King et al., 1980; Wherry, 1952) was also evident as the largest effect in MSPRs. Therefore, these results are consistent with

the psychometric rating models’ emphasis on idiosyncratic rater effects. Finally, past models of ratings did not explicitly recognize the impact of rater source effects on performance ratings. Nevertheless, our results point to the importance of rater source effects in MSPRs, underscoring the need to explicitly model the impact of rater source when investigating the psychometric properties of performance ratings.

*Implications*

Our results have a number of implications for research and practice. First, Mount et al.’s (1998) and Scullen et al.’s (2000) results led them to question the typical practice of aggregating raters within a given source prior to presenting MSPR feedback, and Mount et al. went so far as to suggest that feedback be presented only on the basis of individual raters. Clearly, such recommendations are troubling for practitioners who typically separate developmental feedback on the basis of the source providing the ratings and for researchers who frequently examine source- based differences in MSPRs. On the other hand, our findings reaffirm the existence and importance of source effects in MSPRs, lending support to continuing the common practice of separating ratings by source when presenting feedback.

Although this study supports systematic source effects, their etiology is still not clear. Rater source effects have been interpreted as arising from (a) differences in rater opportunity to observe ratee behavior (Borman,

1974), (b) different conceptualizations of performance dimensions by different rater groups (Woehr et al., 2005), and (c) raters from different sources having different interaction goals with target managers (Lance et al., 2006; Lance et al., 2008). As such, a critical area for future research is to determine *how* rater general impressions are formed and the variety of factors that differentially impact the content of different raters’ general impressions. Toward this end, recent work suggests that source factors have different nomological networks, providing empirical evidence for the theoretical distinctness of source effects (Hoffman & Woehr, 2009).

As pointed out by an anonymous reviewer, our study also illustrates an often overlooked issue with respect to source effects. In particular, prior

research has at least implicitly conceptualized source effects as indicative of variance that is *unique* to raters from a given source. In contrast, our results clearly point to a substantial overlap among (disattenuated) latent

source factors (mean *r* = .70). Still, on average, peer, supervisor, and

subordinate source factors share approximately 49% common variance,

supporting the discriminability of these factors. Together, source effects are most appropriately viewed as partly overlapping, as opposed to wholly unique, variance attributable to rater source.

Despite the support for general performance, performance dimension,

and source effects in MSPRs, idiosyncratic rater effects still explained substantially more variance in MSPRs than other systematic effects. In a traditional psychometric sense, idiosyncratic rater effects are viewed as a form of bias (Schmidt, Viswesvaran, & Ones, 2000), and despite decades of research revealing no (Landy & Farr, 1980; Kingstrom & Bass, 1981) or modest effects (Woehr & Huffcutt, 1994), many suggest a

continued need “for research investigating ways to decrease idiosyncratic rater biases” (Scullen et al., 2000, p. 969). If idiosyncratic rater effects represent bias, such a large portion of variance attributable to bias is quite problematic for the use of MSPRs in research, developmental, and particularly administrative settings. Nevertheless, this may not be the case. Leader-member exchange theory suggests that leaders interact differently with different subordinates, depending on the quality of the exchange relationship (Dansereau, Graen, & Haga, 1975). Assuming that managers behave differently when interacting with coworkers occupying the same source (Sparrowe & Liden, 1997; Yukl, 2006), a lack of convergence in the perceptions of raters from the same source (e.g., two peers) should not be surprising and certainly should not be rejected out of hand as indicative of biased or otherwise “incorrect” ratings. At least a portion of the variance unique to individual raters from the same source may in fact reflect meaningful, performance-relevant variance (Lance & Woehr,

1986; Lance et al., 1991; Murphy & DeShon, 2000). Future research investigating the extent to which idiosyncratic rater variance represents

rater bias or substantively meaningful, performance relevant-variance is needed.

Although our results support the aggregation of ratings obtained from

raters from the same source, idiosyncratic rater effects are too large to ig- nore. Practitioners interested in using MSPRs for developmental purposes are faced with a quandary. Aggregating same source information will re- sult in the loss of substantial, potentially important information provided by individual raters. On the other hand, presenting divergent feedback from each individual rater would be cumbersome and likely quite con- fusing for feedback recipients. One alternative is to provide an indication of the variance in ratings, or “crystallization” in same-source raters’ per- ceptions, in addition to the typical mean-level feedback for each source. Such a practice would provide feedback recipients important developmen- tal information regarding the differing perceptions of same source raters while maintaining a focus on meaningful cross-source differences and a relatively high degree of parsimony.

Finally, we note that uniquenesses (u2 s, including measurement error and specific variance) accounted for an average of 14.5% of the variance

in the MSPRs reported here (see Table 5). Recognizing that 1 − u2 is a

lower-bound estimate of a measure’s reliability,4 it is apparent that the average reliability of the MSPRs reported here was rxx = .855, which

4 More generally ˆ 1 *tr* ()

*r* = −

*xx* 1  *xx* 1

is a lower-bound estimator of test reliability for a *k*-

component test, where tr(·) indicates the trace, is the *k* × *k* diagonal matrix of component

uniquenesses, **1** is a *k* × 1 unit vector and **xx** is the *k* × *k* component covariance matrix

(Bentler & Woodward, 1983).

is nearly identical to the average intrarater reliabilities and substantially higher than the average interrater reliabilities for supervisor (.52) and peer ratings (.42) reported by Viswesvaran et al. (1996). Interestingly, it is these latter interrater reliability estimates that have been used for attenuation correction in a number of recent meta-analyses5 in lieu of other, greater lower-bound reliability estimators (Bentler & Woodward,

1983; Li, Rosenthal, & Rubin, 1996). As a result, we suspect that these meta-analyses have overstated meta-analytically estimated relationships

between job performance and a number of other variables and recommend that future meta-analyses invoke more reasonable attenuation corrections based on greater lower bound estimates of reliability such as the .855 reported here.

*Conclusion*

Given the popularity of MSPRs, a clear understanding of their structure is critical to the appropriate use of these tools in research, administrative, and developmental settings. This study contributes to the literature by providing a re-assessment of the structure of MSPR and the magnitude of systematic rating factors, with a particular emphasis placed on under- standing the role that rater source plays in MSPRs. In contrast to recent research, our results provide evidence that (a) source effects are present in MSPRs after all, (b) source effects account for a relatively large propor- tion of the variance in MSPRs but less variance than idiosyncratic rater effects, and (c) the effect of a general performance factor is substantially smaller than has been suggested previously.
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